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#### Abstract

In the present communication, we introduce the theory of generalized spherical fuzzy soft set and define some operations such as complement, union, intersection, AND and OR. Notably, we tend to showed De Morgan's laws, associate laws and distributive laws that are holds in generalized spherical fuzzy soft set. Also, we advocate an algorithm to solve the decision making problem based on generalized soft set model. We introduce a similarity measure of two generalized spherical fuzzy soft sets and discuss its application in a medical diagnosis problem. Suppose that there are five patients $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}, \mathcal{P}_{4}$ and $\mathcal{P}_{5}$ in a hospital with certain symptoms of dengue hemorrhagic fever. Let the universal set contain only three elements. That is $X=\left\{x_{1}:\right.$ severe, $x_{2}$ : mild, $x_{3}:$ no $\}$, the set of parameters $E$ is the set of certain symptoms of dengue hemorrhagic fever is represented by $E=\left\{e_{1}\right.$ : severe abdominal pain, $e_{2}$ : persistent vomiting, $e_{3}$ : rapid breathing, $e_{4}$ : bleeding gums, $e_{5}$ : restlessness and blood in vomit $\}$. An illustrative examples are mentioned to show that they can be successfully used to solve problems with uncertainties.


## 1. Introduction

After the demonstration of ordinary fuzzy sets by Zadeh, they have been very popular in almost all branches of science [28] and suggests that decision makers are to be solving uncertain problems by considering membership degree. The concept of intuitionistic fuzzy set is introduced by Atanassov and is characterized by a degree of membership and non-membership satisfying the condition that sum of its membership degree and non membership degree is not exceeding one [2]. However, we may interact a problem in decision making events where the sum of the degree of membership and non-membership of a particular attribute is exceeding one. So Yager [26] was introduced by the concept of Pythagorean fuzzy sets. It has been to extended the intuitionistic fuzzy sets and characterized by the condition that square sum of its degree of membership and non membership is not exceeding one. The concept of picture fuzzy sets [3], which are direct extensions of the fuzzy sets and the intuitionistic fuzzy sets. In 2015, picture fuzzy sets were developed by Cuong, picture fuzzy sets based models may be adequate in situations when we face

[^0]human opinions involving more answers of types: yes, abstain, no, and refusal. Voting can be a good example of such a situation as the human voters may be divided into four groups of those who: vote for, abstain, vote against, refusal of the voting. These sets let decision makers use a larger area for assigning membership, non-membership, and hesitancy degrees. In 2018, Spherical fuzzy sets were introduced by Kahraman and Gundogdu as an extension of Pythagorean, neutrosophic and picture fuzzy sets. The idea behind spherical fuzzy set is to let decision makers to generalize other extensions of fuzzy sets by defining a membership function on a spherical surface and independently assign the parameters of that membership function with a larger domain. Shahzaib Ashraf et al. was discussed by spherical fuzzy sets which is an advanced tool of the fuzzy sets, intuitionistic fuzzy sets and picture fuzzy sets.

In 2018, Garg et al. algorithm for T-spherical fuzzy multi attribute decision making based on improved interactive aggregation operators. Ashraf and Abdullah proposed spherical aggregation operators and applied in multi attribute group decision making. Liu et al. extended the generalized Maclaurin symmetric mean (GMSM) operator to T-spherical fuzzy environment and proposed the T-spherical fuzzy GMSM operator (T-SFGMSM) and the T-spherical fuzzy weighted GMSM operator(T-SFWGMSM). In 2019, Quek at al. developed some new operational laws for T-spherical fuzzy sets, and based on these new operations, proposed two types of Einstein aggregation operators, namely the Einstein interactive averaging aggregation operators and the Einstein interactive geometric aggregation operators under T-spherical fuzzy environment. In 2019, Liu et al. proposed Muirhead mean(MM) operator and power average operator, the spherical fuzzy power Muirhead mean(SFPMM) operator, weighted SFPMM operator, spherical fuzzy power dual Muirhead mean(SFPDMM) operator, weighted SFPDMM operator and discussed their anticipated properties under T-spherical fuzzy environment. In 2019, Gundogdu and Kahraman introduced spherical fuzzy sets, their operational laws, and spherical fuzzy TOPSIS method. An extension of WASPAS with spherical fuzzy sets, VIKOR method using spherical fuzzy sets and correlation coefficients were presented by Gundogdu and Kahraman.

Molodtsov [11] proposed the theory of soft sets. In comparison with other uncertain theories, soft sets more accurately reflect the objectivity and complexity of decision making during actual situations. Moreover, the combination of soft sets with other mathematical models is also a critical research area. Maji et al. proposed by the concept of fuzzy soft set [8] and intuitionistic fuzzy soft set [9]. These two theories are applied to solve various decision making problems. Yong Yang et al. was discussed by picture fuzzy soft set [27]. In recent years, Peng et al [19] has extended fuzzy soft set to Pythagorean fuzzy soft set. This model solved a class of multi attribute decision making consists sum of the degree of membership and non membership value is exceeding one but the sum of the squares is equal or not exceeding one. Pinaki Majumdara et al. discussed generalized fuzzy soft sets [10]. In our generalization of spherical fuzzy soft set, a degree is attached with the parameterization of spherical fuzzy sets while defining an generalized spherical fuzzy soft set. The purpose of this paper is to extend the concept of generalized interval valued fuzzy soft set to parameterization of generalized spherical fuzzy set using generalized soft set model. We shall further establish a similarity measure based on this generalized soft set model. Relations on generalized spherical fuzzy soft sets are defined and their properties are studied and as an application a decision making problem is solved.

## 2. Preliminaries

Definition 2.1. [7] Let $X$ be a non-empty set, spherical set $A$ in $X$ is an object having the following form : $\overbrace{A}=\left\{u, \vartheta_{A}(x), \varpi_{A}(x), \tau_{A}(x) \mid x \in X\right\}$, where $\vartheta_{A}(x), \varpi_{A}(x)$ $\tau_{A}(x)$ represents the degree of positive membership, degree of neutral membership and degree of negative membership of $A$ respectively. The mapping $\vartheta_{A}, \varpi_{A}, \tau_{A}: X \rightarrow[0,1]$ and $0 \leq\left(\vartheta_{A}(x)\right)^{2}+\left(\varpi_{A}(x)\right)^{2}+\left(\tau_{A}(x)\right)^{2} \leq 1$. The degree of refusal is determined as $r_{A}(x)=\left[\sqrt{1-\left(\vartheta_{A}(x)\right)^{2}-\left(\varpi_{A}(x)\right)^{2}-\left(\tau_{A}(x)\right)^{2}}\right]$. Since $\overbrace{A}=\left\langle\vartheta_{A}, \varpi_{A}, \tau_{A}\right\rangle$ is called a spherical fuzzy number(SFN).

Definition 2.2. Given that $\overbrace{\beta_{1}}=\left\langle\vartheta_{\beta_{1}}, \varpi_{\beta_{1}}, \tau_{\beta_{1}}\right\rangle, \overbrace{\beta_{2}}=\left\langle\vartheta_{\beta_{2}}, \varpi_{\beta_{2}}, \tau_{\beta_{2}}\right\rangle$ and $\overbrace{\beta_{3}}=$ $\left\langle\vartheta_{\beta_{3}}, \varpi_{\beta_{3}}, \tau_{\beta_{3}}\right\rangle$ are any three $\operatorname{SFNs}$ over $(X, E)$, then the following properties are holds:
(i) $\overbrace{\beta_{1}^{c}}=\left\langle\tau_{\beta_{1}}, \varpi_{\beta_{1}}, \vartheta_{\beta_{1}}\right\rangle$
(ii) $\overbrace{\beta_{1}} \sqcup \overbrace{\beta_{2}}=\left\langle\max \left(\vartheta_{\beta_{1}}, \vartheta_{\beta_{2}}\right), \min \left(\varpi_{\beta_{1}}, \varpi_{\beta_{2}}\right), \min \left(\tau_{\beta_{1}}, \tau_{\beta_{2}}\right)\right\rangle$
(iii) $\overbrace{\beta_{1}} \sqcap \overbrace{\beta_{2}}=\left\langle\min \left(\vartheta_{\beta_{1}}, \vartheta_{\beta_{2}}\right), \min \left(\varpi_{\beta_{1}}, \varpi_{\beta_{2}}\right), \max \left(\tau_{\beta_{1}}, \tau_{\beta_{2}}\right)\right\rangle$
(iv) $\overbrace{\beta_{1}} \leq \overbrace{\beta_{2}}$ iff $\vartheta_{\beta_{1}} \leq \vartheta_{\beta_{2}}$ and $\varpi_{\beta_{1}} \leq \varpi_{\beta_{2}}$ and $\tau_{\beta_{1}} \geq \tau_{\beta_{2}}$
(v) $\overbrace{\beta_{1}}=\overbrace{\beta_{2}}$ iff $\vartheta_{\beta_{1}}=\vartheta_{\beta_{2}}$ and $\varpi_{\beta_{1}}=\varpi_{\beta_{2}}$ and $\tau_{\beta_{1}}=\tau_{\beta_{2}}$.

Definition 2.3. Let $X$ be a non-empty set of the universe and $E$ be a set of parameter. The $\operatorname{pair}(\overbrace{\mathcal{U}}, A)$ is called a spherical soft set on $X$ if $A \sqsubseteq E$ and $\overbrace{\mathcal{U}}: A \rightarrow \overbrace{\operatorname{SU}(X)}$, where $\overbrace{S \mathcal{U}(X)}$ is a parameterized family of subsets of the universe $X$.

Definition 2.4. [10] Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a non-empty set of the universe and $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ be a set of parameter. The pair $(X, E)$ is a soft universe. Consider the mapping $\mathcal{U}: E \rightarrow I^{X}$ and $\xi$ be a fuzzy subset of $E$, ie. $\xi: E \rightarrow I=[0,1]$, where $I^{X}$ is the collection of all fuzzy subsets of $X$. Let $\mathcal{U}_{\xi}: E \rightarrow I^{X} \times I$ be a function defined as $\mathcal{U}_{\xi}(e)=(\mathcal{U}(e)(x), \xi(e)), \forall x \in X$. Then $\mathcal{U}_{\xi}$ is called a generalized fuzzy soft set (GFSS) on $(X, E)$. Here for each parameter $e_{i}, \mathcal{U}_{\xi}\left(e_{i}\right)=\left(\mathcal{U}\left(e_{i}\right)(x), \xi\left(e_{i}\right)\right)$ indicates not only the degree of belongingness of the elements of $X$ in $\mathcal{U}\left(e_{i}\right)$ but also the degree of possibility of such belongingness which is represented by $\xi\left(e_{i}\right)$. So we can write $\mathcal{U}_{\xi}\left(e_{i}\right)$ as follows: $\mathcal{U}_{\xi}\left(e_{i}\right)=\left(\left\{\frac{x_{1}}{u\left(e_{i}\right)\left(x_{1}\right)}, \frac{x_{2}}{u\left(e_{i}\right)\left(x_{2}\right)}, \ldots, \frac{x_{n}}{u\left(e_{i}\right)\left(x_{n}\right)}\right\}, \xi\left(e_{i}\right)\right)$, where $\mathcal{U}\left(e_{i}\right)\left(x_{1}\right), \mathcal{U}\left(e_{i}\right)\left(x_{2}\right), \ldots, \mathcal{U}\left(e_{i}\right)\left(x_{n}\right)$ are the degrees of belongingness and $\xi\left(e_{i}\right)$ is the degree of possibility of such belongingness.

Definition 2.5. [1] Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a non-empty set of the universe and $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ be a set of parameter. The pair $(X, E)$ is a soft universe. Consider the mapping $\mathcal{U}: E \rightarrow \mathcal{U}(X)$ and $\xi$ be a fuzzy subset of $E$, ie. $\xi: E \rightarrow \mathcal{U}(X)$. Let $\mathcal{U}_{\xi}: E \rightarrow \mathcal{U}(X) \times \mathcal{U}(X)$ be a function defined as $\mathcal{U}_{\xi}(e)=(\mathcal{U}(e)(x), \xi(e)(x)), \forall x \in X$. Then $\mathcal{U}_{\xi}$ is called a possibility fuzzy soft set (PFSS) on $(X, E)$. Here for each parameter $e_{i}, \mathcal{U}_{\xi}\left(e_{i}\right)=\left(\mathcal{U}\left(e_{i}\right)(x), \xi\left(e_{i}\right)(x)\right)$ indicates not only the degree of belongingness of the elements of $X$ in $\mathcal{U}\left(e_{i}\right)$ but also the degree of possibility of such belongingness which is represented by $\xi\left(e_{i}\right)$. So we can write $\mathcal{U}_{\xi}\left(e_{i}\right)$ as follows:
$\mathcal{U}_{\xi}\left(e_{i}\right)=\left\{\left(\frac{x_{1}}{u\left(e_{i}\right)\left(x_{1}\right)}, \xi\left(e_{i}\right)\left(x_{1}\right)\right),\left(\frac{x_{2}}{u\left(e_{i}\right)\left(x_{2}\right)}, \xi\left(e_{i}\right)\left(x_{2}\right)\right), \ldots,\left(\frac{x_{n}}{u\left(e_{i}\right)\left(x_{n}\right)}, \xi\left(e_{i}\right)\left(x_{n}\right)\right)\right\}$.

## 3. GENERALIZED SPHERICAL FUZZY SOFT SETS (GSFSS)

Definition 3.1. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a non-empty set of the universe and $E=$ $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ be a set of parameter. The pair $(X, E)$ is called a soft universe. Suppose that $\overbrace{\mathcal{U}}: E \rightarrow \overbrace{S U(X)}$ and $p$ is a spherical fuzzy subset of $E$. That is $p: E \rightarrow$ $\overbrace{[0,1]}$, where $\overbrace{S U(X)}$ denotes the collection of all spherical subsets of $X$. If $\overbrace{\mathcal{U}_{p}}: E \rightarrow$ $\overbrace{S U(X)} \times \overbrace{[0,1]}$ is a function defined as $\overbrace{\mathcal{U}_{p}(e)}=(\overbrace{\mathcal{U}(e)(x)}, \overbrace{p(e)}), x \in X$, then $\overbrace{\mathcal{U}_{p}}$ is a $\operatorname{GSFSS}$ on $(X, E)$. For each parameter $e, \overbrace{\mathcal{U}_{p}\left(e_{i}\right)}=\left(\left\{\frac{x_{1}}{\left(\vartheta_{u(e)}\left(x_{1}\right), \varpi u(e)\left(x_{1}\right), \tau_{u(e)}\left(x_{1}\right)\right)}, \ldots\right.\right.$, $\left.\left.\frac{x_{n}}{\left(\vartheta_{u(e)}\left(x_{n}\right), \varpi u(e)\left(x_{n}\right), \tau_{u(e)}\left(x_{n}\right)\right)}\right\},\left(p_{1}\left(e_{i}\right), p_{2}\left(e_{i}\right), p_{3}\left(e_{i}\right)\right)\right)$.

To demonstrate the Definition 3.1, we provide a numerical example as follows:
Example 3.2. Let $X=\left\{x_{1}, x_{2}, x_{3}\right\}$ be a set of three heart patients with symptoms, $E=$ $\left\{e_{1}\right.$ : hyper tension, $e_{2}$ : highly blood pressure, $e_{3}$ : weight loss $\}$ is a set of parameters. Suppose that $\overbrace{\mathcal{U}_{p}}: E \rightarrow \overbrace{S \mathcal{U}(X)} \times \overbrace{[0,1]}$ is given by

$$
\begin{aligned}
& \overbrace{\mathcal{U}_{p}\left(e_{1}\right)}=\left(\left\{\begin{array}{l}
\left\{\begin{array}{c}
\frac{x_{1}}{(0.50,0.15,0.65)} \\
\frac{x_{2}}{(0.60,0.20,0.50)} \\
\frac{x_{3}}{(0.40,0.30,0.55)}
\end{array}\right\},(0.55,0.50,0.20)
\end{array}\right) ;\right. \\
& \overbrace{\mathcal{U}_{p}\left(e_{2}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.40,0.20,0.65)} \\
\frac{x_{2}}{(0.50,0.35,0.55)} \\
\frac{x_{3}}{(0.45,0.25,0.65)}
\end{array}\right\},(0.35,0.25,0.45)\right. \\
& \overbrace{\mathcal{U}_{p}\left(e_{3}\right)}=\left(\left\{\begin{array}{l}
\left\{\begin{array}{l}
\frac{x_{1}}{(0.15,0.40,0.65)} \\
\frac{x_{2}}{(0.25,0.50,0.45)} \\
(0.15,0.30,0.55)
\end{array}\right\},(0.45,0.35,0.45)
\end{array}\right) ;\right.
\end{aligned}
$$

Definition 3.3. Let $X$ be a non-empty set of the universe and $E$ be a set of parameter. Suppose that $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ are two GSFSSs on $(X, E)$. Now $\overbrace{\mathcal{U}_{p}}$ is a generalized spherical fuzzy soft subset of $\overbrace{\mathcal{V}_{q}}($ denoted by $\overbrace{\mathcal{U}_{p}} \sqsubseteq \overbrace{\mathcal{V}_{q}})$ if and only if
(i) $\overbrace{\mathcal{U}(e)(x)} \sqsubseteq \overbrace{\mathcal{V}(e)(x)}$ if $\vartheta_{\mathcal{U}_{(e)}}(x) \leq \vartheta_{\mathcal{V}(e)}(x), \varpi_{\mathcal{U}_{(e)}}(x) \leq \varpi_{\mathcal{V}(e)}(x), \quad \tau_{\mathcal{U}(e)}(x) \geq$ $\tau_{\mathcal{V}(e)}(x)$,
(ii) $p(e)(x) \leq q(e)(x), \forall e \in E$ and $\forall x \in X$.

To illustrate the above Definition, we provide a numerical example as follows:
Example 3.4. Consider the GSFSS $\overbrace{\mathcal{U}_{p}}$ in Example 3.2. Let $\overbrace{\mathcal{V}_{q}}$ be another GSFSS defined as:

$$
\left.\begin{array}{l}
\overbrace{\mathcal{V}_{q}\left(e_{1}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.60,0.35,0.35)} \\
\frac{x_{2}}{(0.75,0.35,0.15)} \\
\frac{x_{3}}{(0.65,0.55,0.25)}
\end{array}\right\},(0.70,0.60,0.50)\right) ; \\
\overbrace{\mathcal{V}_{q}\left(e_{2}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.55,0.45,0.20)} \\
\frac{x_{2}}{(0.65,0.65,0.10)} \\
\frac{x_{3}}{(0.75,0.45,0.25)}
\end{array}\right\},(0.70,0.55,0.60)\right.
\end{array}\right) ;
$$

$$
\overbrace{\mathcal{V}_{q}\left(e_{3}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.45,0.60,0.15)} \\
\frac{x_{2}}{(0.55,0.65,0.15)} \\
\frac{x_{3}}{(0.55,0.50,0.20)}
\end{array}\right\},(0.65,0.55,0.60)\right)
$$

Definition 3.5. Let $X$ be a non-empty set of the universe and $E$ be a set of parameter. Suppose that $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ are two GSFSSs on $(X, E)$. These two GSFSSs are equal (denoted by $\overbrace{\mathcal{U}_{p}}=\overbrace{\mathcal{V}_{q}}$ ) if and only if $\overbrace{\mathcal{U}_{p}} \sqsubseteq \overbrace{\mathcal{V}_{q}}$ and $\overbrace{\mathcal{U}_{p}} \sqsupseteq \overbrace{\mathcal{v}_{q}}$.

Definition 3.6. Let $X$ be a non-empty set of the universe and $E$ be a set of parameter. Let $\overbrace{\mathcal{V}_{q}}$ be a GSFSS on $(X, E)$. The complement of $\overbrace{\mathcal{V}_{q}}$ is denoted by $\overbrace{\mathcal{V}_{q}^{c}}$ and is defined by $\overbrace{\mathcal{V}_{q}^{c}}=(\overbrace{\mathcal{V}^{c}(e)(x)}, \overbrace{q^{c}(e)})$, where $\overbrace{\mathcal{V}^{c}(e)(x)}=\left\{\frac{x}{\left(\tau_{\mathcal{V}(e)}(x), \varpi_{\mathcal{V}(e)}(x), \vartheta_{\nu(e)}(x)\right)}\right\}$ and $\overbrace{q^{c}(e)}=\left(q_{3}(e), q_{2}(e), q_{1}(e)\right)$. Also true that $(\overbrace{\mathcal{V}_{q}^{c}})^{c}=\overbrace{\mathcal{V}_{q}}$

Example 3.7. By the Example 3.4,

$$
\left.\begin{array}{l}
\overbrace{\mathcal{V}_{q}^{c}\left(e_{1}\right)}=\left(\left\{\begin{array}{c}
\left\{\begin{array}{c}
\frac{x_{1}}{(0.35,0.35,0.60)} \\
\frac{x_{2}}{(0.15,0.35,0.75)} \\
\frac{x_{3}}{(0.25,0.55,0.65)}
\end{array}\right\},(0.50,0.60,0.70)
\end{array}\right) ;\right. \\
\overbrace{\mathcal{V}_{q}^{c}\left(e_{2}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.20,0.45,0.55)} \\
\frac{x_{2}}{(0.10,0.65,0.65)} \\
\frac{x_{3}}{(0.25,0.45,0.75)}
\end{array}\right\},(0.60,0.55,0.70)\right. \\
\overbrace{\mathcal{V}_{q}^{c}\left(e_{3}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.15,0.60,0.45)} \\
\frac{x_{2}}{(0.15,0.65,0.55)} \\
(0.20,0.50,0.55)
\end{array}\right\},(0.60,0.55,0.65)\right.
\end{array}\right)
$$

Definition 3.8. Let $X$ be a non-empty set of the universe and $E$ be a set of parameter. Let $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ be two GSFSSs on $(X, E)$. The union and intersection of $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ over $(X, E)$ are denoted by $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{V}_{q}}$ and $\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{V}_{q}}$ respectively and is defined by $\overbrace{J_{j}}: E \rightarrow \overbrace{S U(X)} \times \overbrace{[0,1]}, \overbrace{I_{i}}: E \rightarrow \overbrace{S U(X)} \times \overbrace{[0,1]}$ such that $\overbrace{J_{j}(e)(x)}=$ $(\overbrace{J(e)(x)}, \overbrace{j(e)}), \overbrace{I_{i}(e)(x)}=(\overbrace{I(e)(x)}, \overbrace{i(e)})$, where $\overbrace{J(e)(x)}=\overbrace{\mathcal{U}(e)(x)} \sqcup \overbrace{\mathcal{V}(e)(x)}$, $\overbrace{j(e)}=\overbrace{p(e)} \sqcup \overbrace{q(e)}, \overbrace{I(e)(x)}=\overbrace{U(e)(x)} \sqcap \overbrace{\mathcal{V}(e)(x)}$ and $\overbrace{i(e)}=\overbrace{p(e)} \sqcap \overbrace{q(e)}$, for all $x \in X$.

Example 3.9. Let $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ be the two GSFSSs on $(X, E)$ is defined by

$$
\left.\begin{array}{l}
\overbrace{\mathcal{U}_{p}\left(e_{1}\right)}=\left(\begin{array}{l}
\left\{\begin{array}{l}
\frac{x_{1}}{(0.5,0.4,0.6)} \\
\frac{x_{2}}{(0.5,0.6,0.4)} \\
\frac{x_{3}}{(0.7,0.5,0.3)}
\end{array}\right\},(0.4,0.6,0.8)
\end{array}\right) ; \\
\overbrace{\mathcal{U}_{p}\left(e_{2}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.6,0.1,0.7)} \\
\frac{x_{2}}{(0.5, .2,2.0 .6)} \\
\frac{x_{3}}{(0.7,0.3,0.4)}
\end{array}\right\},(0.4,0.6,0.5)\right.
\end{array}\right) ;
$$

and

$$
\begin{aligned}
& \overbrace{\mathcal{V}_{q}\left(e_{1}\right)}=\left(\left\{\begin{array}{c}
\frac{x_{1}}{(0.4,0.3,0.5)} \\
\frac{x_{2}}{(0.3,0.1,0.8)} \\
\frac{x_{3}}{(0.6,0.4,0.3)}
\end{array}\right\},(0.2,0.3,0.4)\right) ; \\
& \overbrace{\mathcal{V}_{q}\left(e_{2}\right)}=\left(\left\{\begin{array}{c}
\frac{x_{1}}{(0.2,0.3,0.6)} \\
\left.\begin{array}{c}
x_{2} \\
\begin{array}{c}
(0.3,0.1,0.6) \\
x_{3} \\
(0.5,0.4,0.7)
\end{array}
\end{array}\right\},(0.4,0.5,0.7)
\end{array}\right) ;\right.
\end{aligned}
$$

Thus, $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{V}_{q}}$ is obtained as:

$$
\begin{aligned}
& \overbrace{\mathcal{U}_{p\left(e_{1}\right)}} \sqcup \overbrace{\mathcal{V}_{q}\left(e_{1}\right)}=\left(\left\{\begin{array}{l}
\left.\frac{x_{1}}{\begin{array}{l}
0.5,0.3,0.5 \\
(0.5,0.1,0.4) \\
x_{3} \\
(0.7,0.4,0.3)
\end{array}}\right\}
\end{array}\right\},(0.4,0.6,0.8)\right) ; \\
& \overbrace{\mathcal{U}_{p}\left(e_{2}\right)} \sqcup \overbrace{\mathcal{V}_{q}\left(e_{2}\right)}=\left(\left\{\begin{array}{c}
\frac{x_{1}}{(0.6,0.1,0.6)} \\
\begin{array}{l}
x_{2} \\
\frac{x_{2}}{(0.5,0.1,0.6)} \\
\left(0.7, x_{3}, 3,0.4\right)
\end{array}
\end{array}\right\},(0.4,0.6,0.7)\right) ;
\end{aligned}
$$

Thus, $\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{V}_{q}}$ is obtained as:

$$
\begin{aligned}
& \overbrace{\mathcal{U}_{p}\left(e_{1}\right)} \sqcap \overbrace{\mathcal{V}_{q}\left(e_{1}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.4,0.32 .0 .6)} \\
\frac{x_{2}}{(0.3,0.1,0.8)} \\
\frac{x_{3}}{(0.6,0.4,0.3)}
\end{array}\right\},(0.2,0.3,0.4)\right) ; \\
& \overbrace{\mathcal{U}_{p}\left(e_{2}\right)}^{\sim} \sqcap \overbrace{\mathcal{V}_{q}\left(e_{2}\right)}=\left(\left\{\begin{array}{l}
\frac{x_{1}}{(0.2,0.1,0.7)} \\
\left.\left.\frac{x_{2}}{\substack{(0.3,0.1,0.6)}} \begin{array}{l}
\frac{x_{3}}{(0.5,0.3,0.7)}
\end{array}\right\},(0.4,0.5,0.5)\right) ;
\end{array},\right.\right.
\end{aligned}
$$

Definition 3.10. A GSFSS $\overbrace{\emptyset_{\theta}(e)(x)}=(\overbrace{\emptyset(e)(x)}, \theta(e)(x))$ is said to a generalized null spherical fuzzy soft set $\overbrace{\emptyset_{\theta}}: E \rightarrow \overbrace{S \mathcal{U}(X)} \times \overbrace{[0,1]}$, where $\overbrace{\emptyset(e)(x)}=(0,0,1)$ and $\overbrace{\theta(e)(x)}=\overline{0}, \quad \forall x \in X$.
Definition 3.11. A GSFSS $\overbrace{\Omega_{\Lambda}(e)(x)}=(\overbrace{\Omega(e)(x)}, \Lambda(e)(x))$ is said to a generalized absolute spherical fuzzy soft set $\overbrace{\Omega_{\Lambda}}: E \rightarrow \overbrace{S U(X)} \times \overbrace{[0,1]}$, where $\overbrace{\Omega(e)(x)}=(1,1,0)$, $\overbrace{\Lambda(e)(x)}=\overline{1}, \forall x \in X$.

Theorem 3.1. Let $\overbrace{\mathcal{U}_{p}}$ be a GSFSSS on $(X, E)$. Then the following properties are holds:
(i) $\overbrace{\mathcal{U}_{p}}=\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{u}_{p}}, \overbrace{\mathcal{u}_{p}}=\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{U}_{p}}$
(ii) $\overbrace{\mathcal{U}_{p}} \sqsubseteq \overbrace{\mathcal{U}_{p}}^{p} \sqcup \overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{U}_{p}}^{p} \sqsubseteq \overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{U}_{p}}$
(iii) $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\emptyset_{\theta}}=\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\emptyset_{\theta}}=\overbrace{\emptyset_{\theta}}^{n}$
(iv) $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\Omega_{\Lambda}}=\overbrace{\Omega_{\Lambda}}, \overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\Omega_{\Lambda}}=\overbrace{\mathcal{U}_{p}}$.

Remark. Let $\overbrace{\mathcal{U}_{p}}$ be a GSFSS on $(X, E)$. If $\overbrace{\mathcal{U}_{p}} \neq \overbrace{\Omega_{\Lambda}}$ or $\overbrace{\mathcal{U}_{p}} \neq \overbrace{\emptyset_{\theta}}$, then $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{U}_{p}^{c}} \neq$ $\overbrace{\Omega_{\Lambda}}$ and $\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{U}_{p}^{c}} \neq \overbrace{\emptyset_{\theta}}$.

Theorem 3.2. Let $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ are any two GSFSSs over $(X, E)$. Then the commutative and De Morgan's laws of GSFSSS are holds:
(1) $\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{V}_{q}}=\overbrace{\mathcal{V}_{q}} \sqcup \overbrace{\mathcal{U}_{p}}$
(2) $\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{v}_{q}}=\overbrace{\mathcal{v}_{q}} \sqcap \overbrace{\mathcal{U}_{p}}$
(3) $(\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{V}_{q}})^{c}=\overbrace{\mathcal{U}_{p}^{c}} \sqcap \overbrace{\mathcal{V}_{q}^{c}}$
(4) $(\overbrace{U_{p}} \sqcap \overbrace{\mathcal{V}_{q}})^{c}=\overbrace{\mathcal{U}_{p}^{c}} \sqcup \overbrace{\mathcal{V}_{q}^{c}}$.

Proof. The proof follows from Definition 3.6 and 3.8
Theorem 3.3. Let $\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}}$ and $\overbrace{\mathcal{W}_{r}}$ are three GSFSSs over $(X, E)$. Then the associative laws and distributive laws of GSFSSs are holds:
(1) $\overbrace{\mathcal{U}_{p}} \sqcup(\overbrace{\mathcal{V}_{q}} \sqcup \overbrace{\mathcal{W}_{r}})=\overbrace{\left(\mathcal{U}_{p}\right.} \sqcup \overbrace{\mathcal{V}_{q}}) \sqcup \overbrace{\mathcal{W}_{r}}$
(2) $\overbrace{\mathcal{U}_{p}} \sqcap(\overbrace{\mathcal{v}_{q}} \sqcap \overbrace{\mathcal{W}_{r}})=\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{v}_{q}}) \sqcap \overbrace{\mathcal{W}_{r}}$
(3) $\overbrace{\mathcal{U}_{p}} \sqcup(\overbrace{\overbrace{v_{q}}}^{\square} \sqcap \overbrace{\mathcal{W}_{r}})=(\overbrace{\mathcal{U}_{p}}^{\prime} \sqcup \overbrace{\mathcal{v}_{q}}^{q}) \sqcap(\overbrace{\mathcal{U}_{p}} \sqcup \overbrace{\mathcal{W}_{r}})$
(4) $\overbrace{\mathcal{U}_{p}}^{{ }^{\prime}} \sqcap(\overbrace{\mathcal{V}_{q}} \sqcup \overbrace{\mathcal{W}_{r}})=(\overbrace{\mathcal{U}_{p}}^{p} \sqcap \overbrace{\mathcal{V}_{q}}^{q}) \sqcup(\overbrace{\mathcal{U}_{p}}^{p} \sqcap \overbrace{\mathcal{W}_{r}})$.
(5) $\overbrace{\mathcal{u}_{p}} \sqcup \overbrace{\mathcal{v}_{q}}) \sqcap \overbrace{\mathcal{u}_{p}}=\overbrace{\mathcal{u}_{p}}$
(6) $(\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{v}_{q}}) \sqcup \overbrace{\mathcal{U}_{p}}=\overbrace{\mathcal{U}_{p}}$.

Proof. The proof follows from Definition 3.6 and 3.8
Definition 3.12. Let $\overbrace{\mathcal{U}_{p}}, A)$ and $(\overbrace{\mathcal{V}_{q}}, B)$ be two GSFSSs on $(X, E)$. Then the operation " $\overbrace{U_{p}}, A)$ A $N D(\overbrace{\mathcal{V}_{q}}, B)$ " is denoted by $(\overbrace{U_{p}}, A) \wedge(\overbrace{\nu_{q}}, B)$ and is defined by $(\overbrace{\mathcal{U}_{p}}, A) \wedge(\overbrace{\mathcal{V}_{q}}, B)=(\overbrace{\mathcal{W}_{r}}, A \times B)$, where $\overbrace{\mathcal{W}_{r}(\alpha, \beta)}=(\overbrace{\mathcal{W}(\alpha, \beta)(x)}, \overbrace{r(\alpha, \beta)})$ such that $\overbrace{\mathcal{W}(\alpha, \beta)}=\overbrace{\mathcal{U}(\alpha)} \sqcap \overbrace{\mathcal{V}(\beta)}$ and $\overbrace{r(\alpha, \beta)}=\overbrace{p(\alpha)} \sqcap \overbrace{q(\beta)}$, for all $(\alpha, \beta) \in A \times B$.

Definition 3.13. Let $(\overbrace{\mathcal{U}_{p}}, A)$ and $(\overbrace{\mathcal{V}_{q}}, B)$ be two GSFSSs on $(X, E)$. Then the operation " $\overbrace{\mathcal{U}_{p}}, A) \mathrm{O} R(\overbrace{\mathcal{V}_{q}}, B)$ " is denoted by $(\overbrace{\mathcal{U}_{p}}, A) \vee(\overbrace{\nu_{q}}, B)$ and is defined by $(\overbrace{\mathcal{U}_{p}}, A) \vee(\overbrace{\mathcal{V}_{q}}, B)=(\overbrace{\mathcal{W}_{r}}, A \times B)$, where $\overbrace{\mathcal{W}_{r}(\alpha, \beta)}=(\overbrace{\mathcal{W}(\alpha, \beta)(x)}, \overbrace{r(\alpha, \beta)})$ such that $\overbrace{\mathcal{W}(\alpha, \beta)}=\overbrace{\mathcal{U}(\alpha)} \sqcup \overbrace{\mathcal{V}(\beta)}$ and $\overbrace{r(\alpha, \beta)}=\overbrace{p(\alpha)} \sqcup \overbrace{q(\beta)}$, for all $(\alpha, \beta) \in A \times B$.
Theorem 3.4. Let $\overbrace{U_{p}}, A)$ and $(\overbrace{\mathcal{V}_{q}}, B)$ be two GSFSSs on $(X, E)$, then
(i) $(\overbrace{\mathcal{U}_{p}}, A) \wedge(\overbrace{\mathcal{V}_{q}}, B))^{c}=(\overbrace{\mathcal{U}_{p}}, A)^{c} \vee(\overbrace{\mathcal{V}_{q}}, B)^{c}$
(ii) $(\overbrace{\mathcal{U}_{p}}, A) \vee(\overbrace{\nu_{q}}, B))^{c}=(\overbrace{\mathcal{U}_{p}}, A)^{c} \wedge(\overbrace{\nu_{q}}, B)^{c}$.

Proof. (i) Suppose that $(\overbrace{\mathcal{U}_{p}}, A) \wedge(\overbrace{\mathcal{V}_{q}}, B)=(\overbrace{\mathcal{W}_{r}}, A \times B)$ and $(\overbrace{\mathcal{U}_{p}}, A) \wedge(\overbrace{\mathcal{V}_{q}}, B))^{c}=$ $(\overbrace{\mathcal{W}_{r}^{c}}, A \times B)$. Now, $\overbrace{\mathcal{W}_{r}^{c}(\alpha, \beta)}=(\overbrace{\mathcal{W}^{c}(\alpha, \beta)(x)}, \overbrace{r^{c}(\alpha, \beta)})$, for all $(\alpha, \beta) \in A \times B$.

By Theorem 3.2 and Definition $3.12, \overbrace{\mathcal{W}^{c}(\alpha, \beta)}=(\overbrace{\mathcal{U}(\alpha)} \sqcap \overbrace{\mathcal{V}(\beta)})^{c}=\overbrace{\mathcal{U}^{c}(\alpha)} \sqcup \overbrace{\mathcal{V}^{c}(\beta)}$ and $\overbrace{r^{c}(\alpha, \beta)}^{\mathcal{N}}=(\overbrace{p(\alpha)} \sqcap \overbrace{q(\beta)}))^{c}=\overbrace{p^{c}(\alpha)} \sqcup \overbrace{q^{c}(\beta)}$. Also, $(\overbrace{\mathcal{U}_{p}}, A)^{c} \vee(\overbrace{\mathcal{V}_{q}}, B)^{c}=$ $(\overbrace{\Lambda_{o}}, A \times B)$, where $\overbrace{\Lambda_{o}(\alpha, \beta)}=(\overbrace{\Lambda(\alpha, \beta)(x)}, \overbrace{o(\alpha, \beta)})$ such that $\overbrace{\Lambda(\alpha, \beta)}=\overbrace{\mathcal{U}^{c}(\alpha)} \sqcup \overbrace{\mathcal{\nu}^{c}(\beta)}$ and $\overbrace{o(\alpha, \beta)}=\overbrace{p^{c}(\alpha)} \sqcup \overbrace{q^{c}(\beta)}$ for all $(\alpha, \beta) \in A \times B$. Thus, $\overbrace{\mathcal{W}_{r}^{c}}=\overbrace{\Lambda_{o}}$. Hence $((\overbrace{\mathcal{U}_{p}}, A) \wedge \overbrace{\hat{v}_{q}}, B))^{c}=(\overbrace{\mathcal{U}_{p}}, A)^{c} \vee(\overbrace{\mathcal{V}_{q}}, B)^{c}$.
(ii) Suppose that $(\overbrace{\mathcal{U}_{p}}, A) \vee(\overbrace{\mathcal{V}_{q}}, B)=(\overbrace{\mathcal{W}_{r}}, A \times B)$ and $((\overbrace{\mathcal{u}_{p}}, A) \vee(\overbrace{\mathcal{V}_{q}}, B))^{c}=$ $(\overbrace{\mathcal{W}_{r}^{c}}, A \times B)$. Now, $\overbrace{\mathcal{W}_{r}^{c}(\alpha, \beta)}=(\overbrace{\mathcal{W}^{c}(\alpha, \beta)(x)}, \overbrace{r^{c}(\alpha, \beta)})$, for all $(\alpha, \beta) \in A \times B$. By Theorem 3.2 and Definition $3.12 \overbrace{\mathcal{W}^{c}(\alpha, \beta)}=(\overbrace{\mathcal{U}(\alpha)} \sqcup \overbrace{\mathcal{V}(\beta)})^{c}=\overbrace{\mathcal{U}^{c}(\alpha)} \sqcap \overbrace{\mathcal{V}^{c}(\beta)}$ and $\overbrace{r^{c}(\alpha, \beta)}=(\overbrace{p(\alpha)} \sqcup \overbrace{q(\beta)}))^{c}=\overbrace{p^{c}(\alpha)} \sqcap \overbrace{q^{c}(\beta)}$. Also, $(\overbrace{\mathcal{U}_{p}}, A)^{c} \wedge(\overbrace{\mathcal{V}_{q}}, B)^{c}=$ $(\overbrace{\Lambda_{o}}, A \times B)$, where $\overbrace{\Lambda_{o}(\alpha, \beta)}=(\overbrace{\Lambda(\alpha, \beta)(x)}, \overbrace{o(\alpha, \beta)})$ such that $\overbrace{\Lambda(\alpha, \beta)}=\overbrace{\mathcal{U}^{c}(\alpha)} \sqcap \overbrace{\mathcal{V}^{c}(\beta)}$ and $\overbrace{o(\alpha, \beta)}=\overbrace{p^{c}(\alpha)} \sqcap \overbrace{q^{c}(\beta)}$ for all $(\alpha, \beta) \in A \times B$. Thus, $\overbrace{\mathcal{W}_{r}^{c}}=\overbrace{\Lambda_{o}}$. Hence $((\overbrace{\mathcal{U}_{p}}, A) \vee(\overbrace{\mathcal{v}_{q}}, B))^{c}=(\overbrace{\mathcal{U}_{p}}, A)^{c} \wedge(\overbrace{\mathcal{V}_{q}}, B)^{c}$.

## 4. Similarity measure between two GSFSSs

In this section, finding similarity measure between GSFSSs is given below.
Definition 4.1. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ be a non-empty set of the universe and $E=$ $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a set of parameters. Suppose that $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ are two GSFSSs on $(X, E)$. The similarity measure between two GSFSSs $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ is denoted by $\operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}})$ and is defined as $\operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}})=\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{V}}) \cdot \psi(p, q)$ such that $\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{v}})=\frac{1}{m} \sum_{j=1}^{m} \min \{T_{1}(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)}), T_{2}(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)})$, $S(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)})\}$ and $\psi(p, q)=1-\frac{\sum_{i=1}^{n}\left|p\left(e_{i}\right)-q\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|p\left(e_{i}\right)+q\left(e_{i}\right)\right|}$, where $T_{1}(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)})=\frac{\sum_{i=1}^{n}\left(\vartheta_{u\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{\mathcal{V}\left(e_{i}\right)}\left(x_{j}\right)\right)}{\sum_{i=1}^{n}\left(1-\sqrt{\left(1-\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \cdot\left(1-\vartheta_{\nu\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}\right)}$,
$T_{2}(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)})=\frac{\sum_{i=1}^{n}\left(\varpi_{\mathcal{U}\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{V\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}{\sum_{i=1}^{n}\left(1-\sqrt{\left(1-\varpi_{\mathcal{U}\left(e_{i}\right)}^{4}\right.}\left(x_{j}\right)\right) \cdot\left(1-\varpi_{\mathcal{V}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)})$,
$S(\overbrace{\mathcal{U}(e)\left(x_{j}\right)}, \overbrace{\mathcal{V}(e)\left(x_{j}\right)})=\sqrt{1-\frac{\sum_{i=1}^{n}\left|\tau_{U\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{V\left(e_{i}\right)}^{2}\left(x_{j}\right)\right|}{\sum_{i=1}^{n} 1+\left(\left(\tau_{\mathcal{U}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \cdot\left(\tau_{\mathcal{V}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}}$, for $j=1,2, \ldots, m$.
Theorem 4.1. Let $\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}}$ and $\overbrace{\mathcal{W}_{r}}$ be the any three GSFSSs over $(X, E)$. Then the following statements are holds:
(i) $\operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}})=\operatorname{Sim}(\overbrace{\mathcal{V}_{q}}, \overbrace{\mathcal{U}_{p}})$
(ii) $0 \leq \operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}}) \leq 1$
(iii) $\overbrace{\mathcal{U}_{p}}=\overbrace{\mathcal{V}_{q}} \Longrightarrow \operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{V}_{q}})=1$
(iv) $\overbrace{\mathcal{U}_{p}} \sqsubseteq \overbrace{\mathcal{v}_{q}} \sqsubseteq \overbrace{\mathcal{W}_{r}} \Longrightarrow \operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{W}_{r}}) \leq \operatorname{Sim}(\overbrace{v_{q}}, \overbrace{\mathcal{W}_{r}})$
(v) $\overbrace{\mathcal{U}_{p}} \sqcap \overbrace{\mathcal{v}_{q}}=\{\phi\} \Leftrightarrow \operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{v}_{q}})=0$.

Proof. The proof (i), (ii) and (v) are trivial. (iii) Suppose that $\overbrace{\mathcal{U}_{p}}=\overbrace{\mathcal{V}_{q}}$ implies that $\vartheta_{u\left(e_{i}\right)}\left(x_{j}\right)=\vartheta_{v\left(e_{i}\right)}\left(x_{j}\right), \varpi_{u\left(e_{i}\right)}\left(x_{j}\right)=\varpi_{v\left(e_{i}\right)}\left(x_{j}\right), \tau_{u\left(e_{i}\right)}\left(x_{j}\right)=\tau_{v\left(e_{i}\right)}\left(x_{j}\right)$ and $p\left(e_{i}\right)=q\left(e_{i}\right)$.
Now, $T_{1}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\frac{\sum_{i=1}^{n} \vartheta_{u\left(e_{i}\right)}^{2}\left(x_{1}\right)}{\sum_{i=1}^{n}\left(1-1+\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{1}\right)\right)}=\frac{\sum_{i=1}^{n} \vartheta_{u\left(e_{i}\right)}^{2}\left(x_{1}\right)}{\sum_{i=1}^{n} \vartheta_{u\left(e_{i}\right)}^{2}\left(x_{1}\right)}=1$
and $T_{2}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\frac{\sum_{i=1}^{n} \varpi_{\mathcal{U}\left(e_{i}\right)}^{4}\left(x_{1}\right)}{\sum_{i=1}^{n}\left(1-1+\varpi_{\mathcal{U}\left(e_{i}\right)}^{4}\left(x_{1}\right)\right)}=\frac{\sum_{i=1}^{n} \varpi_{\mathcal{U}\left(e_{i}\right)}^{4}\left(x_{1}\right)}{\sum_{i=1}^{n} \varpi_{U\left(e_{i}\right)}^{4}\left(x_{1}\right)}=1$
and $S(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\sqrt{(1-0)}=1$.
Now,
$\min \{T_{1}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)}), T_{2}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)}), S(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})\}=$
1.

Also, if we replace $x_{1}$ by $\left\{x_{2}, x_{3}, \ldots, x_{m}\right\}$, we get the sequence $\{1,1,1, \ldots, 1(\mathrm{~m}-1$ times $)\}$.
Thus, $\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{V}})=\frac{1}{m}\{1+1+1+\ldots+1(\mathrm{~m}$ times $)\}=\frac{m}{m}=1$ and $\psi(p, q)=1$.
Hence $\operatorname{Sim}(\overbrace{u_{p}}, \overbrace{v_{q}})=1$.
(iv) For $j=1,2, \ldots, m$

Clearly,

$$
\vartheta_{u\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right) \leq \vartheta_{v\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right)
$$

implies that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\vartheta_{u\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right)\right) \leq \sum_{i=1}^{n}\left(\vartheta_{v\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right)\right), \tag{4.2}
\end{equation*}
$$

for $j=1,2, \ldots, m$
Clearly,

$$
\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \leq \vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)
$$

implies that

$$
-\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \geq-\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)
$$

and

$$
\left(1-\left(\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \geq\left(1-\left(\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)
$$

and $\sqrt{\left(1-\left(\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)} \geq \sqrt{\left(1-\left(\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}$
and
$1-\sqrt{\left(1-\left(\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)} \leq 1-\sqrt{\left(1-\left(\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}$
and
$\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)} \leq \sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}$
Equation 4.2 is divided by 4.3
$\frac{\sum_{i=1}^{n}\left(\vartheta_{u\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right)\right)}{\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\vartheta_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}} \leq \frac{\sum_{i=1}^{n}\left(\vartheta_{v\left(e_{i}\right)}\left(x_{j}\right) \cdot \vartheta_{w\left(e_{i}\right)}\left(x_{j}\right)\right)}{\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\vartheta_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\vartheta_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)\right)}}$

Clearly, $\varpi_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right) \leq \varpi_{v\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)$ implies that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\varpi_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \leq \sum_{i=1}^{n}\left(\varpi_{\mathcal{v}\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \tag{4.5}
\end{equation*}
$$

,for $j=1,2, \ldots, m$
Clearly, $\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right) \leq \varpi_{v\left(e_{i}\right)}^{4}\left(x_{j}\right)$ implies that $-\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right) \geq-\varpi_{v\left(e_{i}\right)}^{4}\left(x_{j}\right)$ and $\left(1-\left(\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{w\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \geq\left(1-\left(\varpi_{v\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{w\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)$ and $\sqrt{\left(1-\left(\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{\mathcal{W}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)} \geq \sqrt{\left(1-\left(\varpi_{v\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{w\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)}$
and $\quad 1-\sqrt{\left(1-\left(\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{w\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)} \leq 1-\sqrt{\left(1-\left(\varpi_{v\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{w\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)}$ and

$$
\begin{equation*}
\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\varpi_{u\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{\mathcal{W}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)} \leq \sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\varpi_{\hat{v}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{\mathcal{W}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)} \tag{4.6}
\end{equation*}
$$

Equation 4.5 is divided by 4.6
$\frac{\sum_{i=1}^{n}\left(\varpi_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}{\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\varpi_{\mathcal{U}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{\mathcal{W}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)}} \leq \frac{\sum_{i=1}^{n}\left(\varpi_{\mathcal{V}\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \varpi_{\mathcal{W}\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}{\sum_{i=1}^{n} 1-\sqrt{\left(1-\left(\varpi_{\mathcal{V}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right) \cdot\left(1-\left(\varpi_{\mathcal{W}\left(e_{i}\right)}^{4}\left(x_{j}\right)\right)\right)}}$
Clearly, $\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \geq \tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)$ and $\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{\mathcal{w}\left(e_{i}\right)}^{2}\left(x_{j}\right) \geq \tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{\mathcal{w}\left(e_{i}\right)}^{2}\left(x_{j}\right)$.
Hence

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right| \geq \sum_{i=1}^{n}\left|\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right| \tag{4.8}
\end{equation*}
$$

Also, $\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right) \geq \tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)$ implies that

$$
\begin{equation*}
\sum_{i=1}^{n} 1+\left(\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \geq \sum_{i=1}^{n} 1+\left(\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right) \tag{4.9}
\end{equation*}
$$

for $j=1,2, \ldots, m$
Equation 4.8 is divided by 4.9 , we get

$$
\frac{\sum_{i=1}^{n}\left|\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right|}{\sum_{i=1}^{n} 1+\left(\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)} \geq \frac{\sum_{i=1}^{n}\left|\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right|}{\sum_{i=1}^{n} 1+\left(\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}
$$

and

$$
1-\frac{\sum_{i=1}^{n}\left|\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right|}{\sum_{i=1}^{n} 1+\left(\tau_{u\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)} \leq 1-\frac{\sum_{i=1}^{n}\left|\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right)-\tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right|}{\sum_{i=1}^{n} 1+\left(\tau_{v\left(e_{i}\right)}^{2}\left(x_{j}\right) \cdot \tau_{w\left(e_{i}\right)}^{2}\left(x_{j}\right)\right)}
$$

and

Minimum of Equations 4.4, 4.7 and 4.10 and adding for each $j=1,2, \ldots, m$.
Finally, divided by $m$, we get

$$
\begin{equation*}
\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{W}}) \leq \varphi(\overbrace{\mathcal{V}}, \overbrace{\mathcal{W}}) \tag{4.11}
\end{equation*}
$$

By Equation 4.1. Clearly $p\left(e_{i}\right) \leq q\left(e_{i}\right) \leq r\left(e_{i}\right)$ and $p\left(e_{i}\right)-r\left(e_{i}\right) \leq q\left(e_{i}\right)-r\left(e_{i}\right)$.
Hence $\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right| \leq\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right|$ and $-\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right| \leq-\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right|$ and

$$
\begin{equation*}
-\sum_{i=1}^{n}\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right| \leq-\sum_{i=1}^{n}\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right| \tag{4.12}
\end{equation*}
$$

Since $\left|p\left(e_{i}\right)+r\left(e_{i}\right)\right| \leq\left|q\left(e_{i}\right)+r\left(e_{i}\right)\right|$ implies that

$$
\begin{equation*}
\sum_{i=1}^{n}\left|p\left(e_{i}\right)+r\left(e_{i}\right)\right| \leq \sum_{i=1}^{n}\left|q\left(e_{i}\right)+r\left(e_{i}\right)\right| \tag{4.13}
\end{equation*}
$$

Equation 4.12 is divided by 4.13, we get

$$
-\frac{\sum_{i=1}^{n}\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|p\left(e_{i}\right)+r\left(e_{i}\right)\right|} \leq-\frac{\sum_{i=1}^{n}\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|q\left(e_{i}\right)+r\left(e_{i}\right)\right|}
$$

implies

$$
1-\frac{\sum_{i=1}^{n}\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|p\left(e_{i}\right)+r\left(e_{i}\right)\right|} \leq 1-\frac{\sum_{i=1}^{n}\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|q\left(e_{i}\right)+r\left(e_{i}\right)\right|}
$$

Thus,

$$
1-\frac{\sum_{i=1}^{n}\left|p\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|p\left(e_{i}\right)+r\left(e_{i}\right)\right|} \leq 1-\frac{\sum_{i=1}^{n}\left|q\left(e_{i}\right)-r\left(e_{i}\right)\right|}{\sum_{i=1}^{n}\left|q\left(e_{i}\right)+r\left(e_{i}\right)\right|}
$$

Hence

$$
\begin{equation*}
\psi(p, r) \leq \psi(q, r) \tag{4.14}
\end{equation*}
$$

Multiply by Equations 4.11 and 4.14 .

$$
\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{W}}) \cdot \psi(p, r) \leq \varphi(\overbrace{\mathcal{V}}, \overbrace{\mathcal{W}}) \cdot \psi(q, r)
$$

Hence $\operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\mathcal{W}_{r}}) \leq \operatorname{Sim}(\overbrace{\mathcal{V}_{q}}, \overbrace{\mathcal{W}_{r}})$. This proves (iv).

Example 4.2. Calculate the similarity measure between the two GSFSSs namely $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$. We choose the universal set $X=\left\{x_{1}, x_{2}\right\}$ and parameter $E=\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ can be defined as below:

| $\overbrace{\mathcal{U}_{p}(e)}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{U}(e)\left(x_{1}\right)}$ | $(0.45,0.1,0.55)$ | $(0.35,0.4,0.45)$ | $(0.25,0.3,0.65)$ | $(0.55,0.4,0.35)$ |
| $\overbrace{\substack{\mathcal{U}(e)\left(x_{2}\right) \\ p(e)}}$ | $\begin{gathered} (0.6,0.1,0.5) \\ (0.2,0.4,0.25) \end{gathered}$ | $\begin{gathered} (0.3,0.4,0.4) \\ (0.1,0.15,0.1) \end{gathered}$ | $\begin{gathered} (0.2,0.3,0.6) \\ (0.6,0.65,0.2) \end{gathered}$ | $\begin{gathered} (0.7,0.2,0.3) \\ (0.5,0.55,0.3) \end{gathered}$ |
| $\overbrace{\mathcal{V}_{q}(e)}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ |
| $\overbrace{V(e)\left(x_{1}\right)}$ | $(0.35,0.25,0.65)$ | $(0.45,0.65,0.55)$ | $(0.65,0.55,0.35)$ | $(0.55,0.15,0.45)$ |
| $\overparen{\mathcal{V}(e)\left(x_{2}\right)}$ | (0.7, 0.4, 0.6) | $(0.4,0.3,0.5)$ | $(0.6,0.1,0.5)$ | $(0.5,0.5,0.4)$ |
| $q(e)$ | (0.3, 0.3, 0.45) | (0.4, 0.3, 0.2) | (0.5, 0.15, 0.2) | (0.6, 0.5, 0.4) |

Using Definition 4.1 and routine calculation, we get
$T_{1}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\frac{0.78}{0.89}=0.872866$,
$T_{2}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\frac{0.09905}{0.1712}=0.578664$ and
$S(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)})=\sqrt{1-\frac{0.6}{4.2656}}=0.927006$.
Now, $\min \{T_{1}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)}), T_{2}(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\mathcal{V}(e)\left(x_{1}\right)}), S(\overbrace{\mathcal{U}(e)\left(x_{1}\right)}, \overbrace{\nu \mathcal{V}(e)\left(x_{1}\right)})\}=$ 0.578664 and $\psi(p, q)=1-\frac{1.8}{8.3}=0.783133$.

Similarly, $T_{1}(\overbrace{U(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)}^{\frac{1.8}{8.3}})=\frac{1.01}{1.20}=0.876673$,
$T_{2}(\overbrace{\mathcal{U}(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)})=\frac{0.0269}{0.066458}=0.404765$ and
$S(\overbrace{\mathcal{U}(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)})=\sqrt{1-\frac{0.38}{4.2344}}=0.954075$.
Now, $\min \{T_{1}(\overbrace{\mathcal{U}(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)}), T_{2}(\overbrace{\mathcal{U}(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)}), S(\overbrace{\mathcal{U}(e)\left(x_{2}\right)}, \overbrace{\mathcal{V}(e)\left(x_{2}\right)})\}=$ 0.404765 .

Thus, $\varphi(\overbrace{\mathcal{U}}, \overbrace{\mathcal{v}})=\frac{0.578664+0.404765}{2}=0.491714$.
Hence, $\operatorname{Sim}(\overbrace{U_{p}}, \overbrace{\mathcal{V}_{q}})=0.491714 \times 0.783133=0.385077$.

## 5. Similarity MEasure in medical diagnosis using GSFSS model

Decision making problems are a big part of human society and applied widely to practical fields like economics, management, engineering and Hospital. However, with the development of science and technology, the uncertainty also plays a dominant role at some point of the decision making analysis. In this application, we present a method for a medical diagnosis problem based on the proposed similarity measure of GSFSS's. This technique of similarity measure between two GSFSS can be applied to detect whether an ill person is suffering from a certain disease or not. We first give the following definition:

Definition 5.1. Let $\overbrace{\mathcal{U}_{p}}$ and $\overbrace{\mathcal{V}_{q}}$ be two GSFSS's over the same soft universe $(X, E)$. We call the two GSFSS's to be significantly similar if $\operatorname{Sim}(\overbrace{\mathcal{U}_{p}}, \overbrace{\nu_{q}})>1 / 2$.

We first construct a GSFSS for the illness with the help of a medical person and a GSFSS for the ill person. Then, we calculate the similarity measure between two GSFSS's. If they are significantly similar, then we infer that the person may have disease, and otherwise not.
5.1. Algorithms based on the similarity measures for GSFSS Model. An algoritheorem for decision making problems using GSFSS model is explained.
Step 1. Input the GSFSS in tabular form.
Step 2. Input the set of choice parameters $A \subseteq E$.
Step 3. Compute the values of $T_{1}\left(x_{j}\right), T_{2}\left(x_{j}\right)$ and $S\left(x_{j}\right)$ and $1 \leq j \leq m$.
Step 4. Calculate $\varphi=\frac{1}{m} \sum_{j=1}^{m} \min \left\{T_{1}\left(x_{j}\right), T_{2}\left(x_{j}\right), S\left(x_{j}\right)\right\}$.
Step 5. Determine the value $\psi(p, q)=1-\frac{\sum\left|p\left(e_{i}\right)-q\left(e_{i}\right)\right|}{\sum\left|p\left(e_{i}\right)+q\left(e_{i}\right)\right|}$ and $1 \leq i \leq n$.
Step 6. Compute the similarity measure $=\varphi \cdot \psi$.
Step 7. Select similarity measure, when suitable criteria for significantly similar.
Step 8. Finally, decision to the problem.
Step 9. End.
5.2. Data Analysis. Suppose that there are five patients $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}, \mathcal{P}_{4}$ and $\mathcal{P}_{5}$ in a hospital with certain symptoms of dengue hemorrhagic fever. Let the universal set contain only three elements. That is $X=\left\{x_{1}:\right.$ severe, $x_{2}:$ mild, $x_{3}:$ no $\}$, the set of parameters $E$ is the set of certain symptoms of dengue hemorrhagic fever is represented by $E=\left\{e_{1}\right.$ : severe abdominal pain, $e_{2}$ : persistent vomiting, $e_{3}$ : rapid breathing, $e_{4}$ : bleeding gums, $e_{5}$ : restlessness and blood in vomit $\}$.

Table 1 is represented by the dengue hemorrhagic fever prepared with the help of a medical person.

Table 1
Model GSFSS for pneumonia (dengue hemorrhagic fever).

| $\overbrace{\mathcal{L}_{p(e)}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{L}(e)\left(x_{1}\right)}$ | $(0.7,0.3,0.4)$ | $(0.6,0.35,0.45)$ | $(0.55,0.45,0.5)$ | $(0.6,0.35,0.5)$ | $(0.55,0.65,0.45)$ |
| $\overbrace{\mathcal{L}(e)\left(x_{2}\right)}^{(0.7}(0.7,0.2,0.4)$ | $(0.6,0.35,0.45)$ | $(0.5,0.4,0.35)$ | $(0.6,0.3,0.45)$ | $(0.5,0.6,0.55)$ |  |
| $\overbrace{p(e)}^{\left(x_{3}\right)}$ | $(0.7,0.3,0.1)$ | $(0.6,0.3,0.4)$ | $(0.55,0.4,0.3)$ | $(0.6,0.3,0.2)$ | $(0.55,0.6,0.45)$ |

We construct the GSFSS's for five patients under consideration as in Table 2, Table 3,
Table 4, Table 5 and Table 6.
Table 2
GSFSS for the ill person $\mathcal{P}_{1}$.

| $\overbrace{\mathcal{P}_{p_{p_{1}(e)}}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{P}_{1}(e)\left(x_{1}\right)}$ | $(0.1,0.4,0.55)$ | $(0.2,0.6,0.4)$ | $(0.5,0.3,0.3)$ | $(0.3,0.5,0.35)$ | $(0.4,0.6,0.5)$ |
| $\overbrace{\mathcal{P}_{1}(e)\left(x_{2}\right)}$ | $(0.6,0.6,0.5)$ | $(0.5,0.4,0.4)$ | $(0.55,0.4,0.6)$ | $(0.5,0.3,0.65)$ | $(0.5,0.4,0.7)$ |
| $\overbrace{\mathcal{P}_{1}(e)\left(x_{3}\right)}$ | $(0.6,0.3,0.45)$ | $(0.5,0.5,0.55)$ | $(0.4,0.4,0.7)$ | $(0.35,0.6,0.5)$ | $(0.4,0.3,0.7)$ |
| $\overbrace{p_{1}(e)}$ | $(0.4,0.2,0.1)$ | $(0.5,0.3,0.2)$ | $(0.6,0.1,0.4)$ | $(0.6,0.5,0.3)$ | $(0.5,0.3,0.2)$ |

Table 3
GSFSS for the ill person $\mathcal{P}_{2}$.

| $\overbrace{\mathcal{P}_{p_{2}(e)}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\overbrace{\mathcal{P}_{2}(e)}\left(x_{1}\right)}$ | $(0.3,0.3,0.2)$ | $(0.45,0.5,0.4)$ | $(0.6,0.4,0.3)$ | $(0.4,0.4,0.1)$ | $(0.15,0.45,0.2)$ |
| $\overbrace{\mathcal{P}_{2}(e)\left(x_{2}\right)}$ | $(0.5,0.4,0.5)$ | $(0.5,0.35,0.65)$ | $(0.55,0.4,0.6)$ | $(0.3,0.45,0.65)$ | $(0.45,0.4,0.55)$ |
| $\overbrace{p_{2}(e)}$ | $(0.45,0.25,0.45)$ | $(0.35,0.45,0.6)$ | $(0.45,0.55,0.65)$ | $(0.4,0.65,0.55)$ | $(0.6,0.2,0.6)$ |
| $(0.35,0.15,0.35)$ | $(0.45,0.4,0.4)$ | $(0.55,0.2,0.3)$ | $(0.4,0.1,0.6)$ | $(0.5,0.3,0.7)$ |  |

Table 4
GSFSS for the ill person $\mathcal{P}_{3}$.

| $\overbrace{\mathcal{P} 3_{p_{3}(e)}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{P}_{3}(e)\left(x_{1}\right)}$ | $(0.4,0.6,0.55)$ | $(0.25,0.6,0.4)$ | $(0.5,0.3,0.3)$ | $(0.35,0.5,0.35)$ | $(0.4,0.7,0.5)$ |
| $\overbrace{\mathcal{P}_{3}(e)\left(x_{2}\right)}$ | $(0.2,0.7,0.5)$ | $(0.3,0.65,0.4)$ | $(0.5,0.5,0.6)$ | $(0.25,0.6,0.65)$ | $(0.15,0.7,0.6)$ |
| $\overbrace{\mathcal{P}_{3}(e)\left(x_{3}\right)}$ | $(0.6,0.2,0.45)$ | $(0.5,0.5,0.55)$ | $(0.4,0.4,0.7)$ | $(0.5,0.7,0.5)$ | $(0.4,0.5,0.7)$ |
| $\overbrace{p_{3}(e)}$ | $(0.5,0.25,0.3)$ | $(0.4,0.5,0.25)$ | $(0.55,0.15,0.6)$ | $(0.4,0.3,0.5)$ | $(0.5,0.25,0.4)$ |

Table 5
GSFSS for the ill person $\mathcal{P}_{4}$.

| $\overbrace{\mathcal{P}_{p_{p_{4}(e)}}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{P}_{4}(e)\left(x_{1}\right)}$ | $(0.3,0.4,0.7)$ | $(0.45,0.25,0.6)$ | $(0.6,0.2,0.5)$ | $(0.4,0.15,0.5)$ | $(0.25,0.6,0.4)$ |
| $\overbrace{\mathcal{P}_{4}(e)\left(x_{2}\right)}$ | $(0.5,0.5,0.5)$ | $(0.5,0.35,0.65)$ | $(0.55,0.4,0.6)$ | $(0.3,0.45,0.65)$ | $(0.45,0.4,0.55)$ |
| $\overbrace{\mathcal{P}_{4}(e)\left(x_{3}\right)}$ | $(0.4,0.25,0.45)$ | $(0.3,0.4,0.6)$ | $(0.4,0.5,0.65)$ | $(0.4,0.5,0.55)$ | $(0.3,0.2,0.6)$ |
| $\overbrace{p_{4}(e)}$ | $(0.6,0.2,0.1)$ | $(0.5,0.1,0.4)$ | $(0.7,0.4,0.3)$ | $(0.4,0.35,0.6)$ | $(0.5,0.65,0.2)$ |

Table 6
GSFSS for the ill person $\mathcal{P}_{5}$.

| $\overbrace{P_{5_{p_{5}(e)}}}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\mathcal{P}_{5}(e)\left(x_{1}\right)}$ | $(0.7,0.6,0.6)$ | $(0.5,0.6,0.45)$ | $(0.6,0.35,0.3)$ | $(0.35,0.7,0.5)$ | $(0.3,0.8,0.4)$ |
| $\overbrace{\mathcal{P}_{5}(e)\left(x_{2}\right)}$ | $(0.4,0.4,0.6)$ | $(0.5,0.5,0.6)$ | $(0.6,0.4,0.65)$ | $(0.25,0.3,0.5)$ | $(0.15,0.5,0.5)$ |
| $\overbrace{\mathcal{P}_{5}(e)\left(x_{3}\right)}$ | $(0.35,0.6,0.45)$ | $(0.5,0.7,0.55)$ | $(0.6,0.4,0.7)$ | $(0.5,0.7,0.5)$ | $(0.3,0.6,0.7)$ |
| $\overbrace{p_{5}(e)}$ | $(0.6,0.55,0.6)$ | $(0.7,0.35,0.6)$ | $(0.7,0.5,0.5)$ | $(0.65,0.5,0.45)$ | $(0.55,0.4,0.7)$ |

The generalized spherical fuzzy values in Tables 2-6 are provided by the experts, depending on their assessment of the alternatives against the criteria under consideration. In this example, we should calculate the similarity measure of GSFSSs in Tables 2-6 with the one in Table 1 based on Definition 4.1 Calculating the similarity measure for $\mathcal{P}_{1}$ to $\mathcal{P}_{5}$ ill persons are given below the table.

|  | $T_{1}\left(x_{1}\right)$ | $T_{2}\left(x_{1}\right)$ | $S\left(x_{1}\right)$ | $T_{1}\left(x_{2}\right)$ | $T_{2}\left(x_{2}\right)$ | $S\left(x_{2}\right)$ | $T_{1}\left(x_{3}\right)$ | $T_{2}\left(x_{3}\right)$ | $S\left(x_{3}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\overbrace{\left(\mathcal{L}_{2}, \mathcal{P}_{1}\right)}$ | 0.689939 | 0.839350 | 0.948526 | 0.984220 | 0.623759 | 0.924489 | 0.941203 | 0.573321 | 0.873585 |
| $\overbrace{\left(\mathcal{L}^{\mathcal{P}}, \mathcal{P}_{2}\right)}$ | 0.822280 | 0.826786 | 0.925773 | 0.930784 | 0.777226 | 0.925448 | 0.915957 | 0.489043 | 0.882650 |
| $\overbrace{\left(\mathcal{L}^{\mathcal{L}}, \mathcal{P}_{3}\right)}$ | 0.851612 | 0.794111 | 0.948526 | 0.687532 | 0.602675 | 0.937060 | 0.965504 | 0.630628 | 0.873585 |
| $\overbrace{\left(\mathcal{L}, \mathcal{P}_{5}\right)})$ | 0.851658 | 0.880796 | 0.948770 | 0.930784 | 0.714728 | 0.925448 | 0.843061 | 0.568141 | 0.882650 |


|  | $\varphi$ | $\psi$ | Similarity |
| :---: | :---: | :---: | :---: |
| $\overbrace{\left(\mathcal{L}, \mathcal{P}_{1}\right)}$ | 0.629006 | 0.514851 | 0.323845 |
| $\overbrace{\left(\mathcal{L}, \mathcal{P}_{2}\right)}$ | 0.696183 | 0.554217 | 0.385836 |
| $\overbrace{\left(\mathcal{L}, \mathcal{P}_{3}\right)}$ | 0.675805 | 0.561151 | 0.379229 |
| $\overbrace{\left(\mathcal{L}_{\left(\mathcal{L}, \mathcal{P}_{4}\right)}\right.}$ | 0.711509 | 0.571429 | 0.406577 |

From the above results, we find that the similarity measure of first four patients are $<1 / 2$, but the similarity measure of fifth patient $\mathcal{P}_{5}$ is $\overparen{\left(\mathcal{L}, \mathcal{P}_{5}\right)}=0.500834>1 / 2$. Hence these two GSFSS's are significantly similar. Therefore, we conclude that the patient $\mathcal{P}_{5}$ is suffering from dengue hemorrhagic fever.

## 6. Conclusion

The main goal of this work is to present a GSFSS and studied some of its properties. The theory of generalized spherical fuzzy soft set and defined some operations such as complement, union, intersection, AND and OR. Notably, we tend to showed that De Morgan's laws, associate laws and distributive laws that are holds in generalized spherical fuzzy soft set. Also, we advocate an algorithm to solved the decision making problem based on generalized soft set model. Similarity measure of two GSFSS is discussed and an application of this to medical diagnosis has been shown. In the future direction, we will apply the generalized interval valued spherical fuzzy soft sets and generalized bipolar spherical fuzzy soft sets theory.
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